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ABSTRACT
Continuous integration advocates to run the test suite of a project frequently, e.g., for every code change committed to a shared repository. This process imposes a high computational cost and sometimes also a high human cost, e.g., when developers must wait for the test suite to pass before a change appears in the main branch of the shared repository. However, only 4% of all test suite invocations turn a previously passing test suite into a failing test suite. The question arises whether running the test suite for each code change is really necessary. This paper presents continuous test suite failure prediction, which reduces the cost of continuous integration by predicting whether a particular code change should trigger the test suite at all. The core of the approach is a machine learning model based on features of the code change, the test suite, and the development history. We also present a theoretical cost model that describes when continuous test suite failure prediction is worthwhile. Evaluating the idea with 15k test suite runs from 242 open-source projects shows that the approach is effective at predicting whether running the test suite is likely to reveal a test failure. Moreover, we find that our approach improves the AUC over baselines that use features proposed for just-in-time defect prediction and test case failure prediction by 13.9% and 2.9%, respectively. Overall, continuous test suite failure prediction can significantly reduce the cost of continuous integration.
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1 INTRODUCTION
Continuous integration automates compiling, building, and testing of software. In recent years, continuous integration has been widely adopted to increase code quality and to release often [17, 54]. The key idea is to perform tests automatically and frequently, e.g., triggered by a fixed schedule or by each commit, allowing developers to identify mistakes after being introduced. The popularity of continuous integration, combined with the huge volume of code and code changes, leads to a significant cost imposed by continuously executing test suites. For example, a project at Microsoft has nearly 65,000 regression test cases, which take about three days to fully execute [1]. As another example, Facebook’s mobile code base has tens of thousands of code changes per week that each potentially trigger tens of thousands of tests [30]. Even smaller projects contribute heavily to this cost, simply because there is a substantial overall number of projects, as evidenced by over 205 million projects on GitHub alone.† Besides computational costs, continuously executing test suites may also slow down development, e.g., when developers must wait for the test suite to finish before a code change shows up in the main branch of the shared repository.

Existing work on reducing the testing cost in continuous integration focuses on four ideas [1, 56]: (1) Test case selection tries to identify a subset of all available test cases that potentially trigger failures, e.g., based on coverage information [38], dependency analysis [10], or predictive models [1, 30]. (2) Test case prioritization aims at ordering test cases so that failing ones are executed first, e.g., based on coverage information [6]. (3) Test case failure prediction aims at predicting individual test cases as pass or fail [1, 30]. A weakness of these three approaches is to reason about each test case individually, which itself imposes a cost, e.g., to gather coverage information. (4) Test suite selection tries to identify a subset of multiple test suites associated with a code base [8, 49], which assumes that different modules in the code base are associated with different test suites. A weakness of all four existing ideas is that even after selecting and prioritizing tests, about one third of the test cases [30] and 30%–80% of the test suites [8] still remain to be run.

While the cost of continuously executing test suites is high, most of these executions do not reveal any problems. In a dataset we gather from 242 open-source projects, only 4.21% of all 15k test suite invocations turn a previously passing test suite into a failing
test suite. This cost-benefit ratio raises a question: Do we really have to run the test suite for all code changes? Intuitively, different kinds of code changes are more or less likely to trigger a test suite failure, e.g., based on what code elements are changed, how experienced the developer is, and how often the test suite has failed in the past. If it is acceptable to occasionally detect a test failure slightly later than immediately after the code change that triggers it, there is a potential for significant cost savings.

This paper presents continuous test suite failure prediction, an approach to use this potential through a model that predicts whether executing the test suite of a project is worthwhile at all. The prediction model uses features of the code change, the test suite, and the development history. Once trained, the model can be hooked into continuous integration to decide when to trigger the execution of the test suite. To better understand if and when our approach will reduce the overall cost, we also present a theoretical cost model of continuous test suite failure prediction. The cost model estimates the overall cost reduction depending on three project-specific parameters: the cost of running a test suite, the cost of late detection of a failure-inducing code change, and the test suite failure rate.

We apply our work to a newly gathered dataset of 15k test suite executions in 242 open-source projects. Our results show that the approach effectively predicts whether the test suite will fail, with an AUC of 0.836. A comparison with baselines that use features proposed for test case failure prediction and just-in-time defect prediction shows that our approach outperforms them by 13.9% and 2.9%, respectively. Finally, our cost model quantifies the theoretical reduction in cost, showing that the approach is worthwhile in a wide range of scenarios.

We envision our approach to be useful both for large-scale organizations with a centralized continuous integration infrastructure, such as Google and Facebook, and for continuous integration platforms that offer their services to open-source and other projects, such as Travis CI. Because there is not publicly available dataset of test suite executions with the features our model learns from, our empirical results focus on open-source projects hosted at Travis CI. Applying and evaluating the approach in a large-scale organization with a centralized continuous integration infrastructure is left for future work.

In summary, the main contributions of this paper are:

- The problem of continuous test suite failure prediction, i.e., a new take on the old problem of reducing the cost of continuous integration.
- An effective prediction model to address this problem based on a combination of features from past work and new features.
- A theoretical cost model that helps decide if and when the approach will reduce the overall cost in a specific project or organization.
- A large-scale dataset gathered from hundreds of open-source projects, to fuel future research on the problem.2

---

2Our dataset and other supplementary information are available at https://zenodo.org/record/4742337.

### 2 APPROACH

#### 2.1 Terminology and Problem Statement

We start by defining the problem of continuous test suite failure prediction and by distinguishing it from related problems. Given a code change $c$ and a test suite $s$, the problem is to predict whether triggering $s$ as part of continuous integration upon $c$ will pass or fail $s$.

A code change is the result of one or more commits into a shared code repository. We consider the combination of all commits between two invocations of the continuous integration system as a code change. Moreover, we focus on changes that delete, add, or modify at least one source code file, excluding changes that affect only configuration files, third-party libraries, and so forth.

The problem is to predict the test suite outcome, summarized as passing or failing the test suite. The entire process triggered by the continuous integration system is called a build, which usually includes running the test suite. The build fails if the test suite fails, but it may also fail due to other reasons, e.g., a compilation error, a broken external service, or a broken dependency. We focus on predicting the test suite outcome only and do not attempt to predict any other kind of build failures, in which the test suite may not be executed at all. We also focus on test failures that occur after the previous test suite execution was passing, rather than all test suite failures, because we aim to predict code changes that trigger a new test failure, not code changes that fail to fix an existing test failure.

Table 1 compares continuous test suite failure prediction to four problems studied in prior work. Test case failure prediction also aims at reducing the cost of continuous testing, but by predicting for each possibly executed test case whether it is likely to fail. Instead, we predict whether the entire test suite passes or fails. When our approach successfully predicts a test suite pass, the developers can immediately move on. In contrast, a typical rate of test cases that need to be run with test case failure prediction is one third of all test cases [30], i.e., the developers will still have to wait for at least some minutes, and often much longer [34]. Of course, test case failure prediction and test suite failure prediction can be combined to further reduce costs: When our approach predicts a test suite failure, then querying a test case failure prediction model

### Table 1: Comparison with related problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Goal</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous test suite failure prediction</td>
<td>Reduce testing cost by skipping code changes</td>
<td>Whether the entire test suite will fail</td>
</tr>
<tr>
<td>Test case failure prediction [1, 30]</td>
<td>Reduce testing cost by skipping test cases</td>
<td>Whether a specific test case will fail</td>
</tr>
<tr>
<td>Just-in-time defect prediction [20, 32]</td>
<td>Find potentially bug-inducing code changes</td>
<td>Whether the changed code later gets fixed</td>
</tr>
<tr>
<td>Build outcome prediction [14, 19]</td>
<td>Reduce continuous integration cost by skipping builds</td>
<td>Whether a specific build will fail</td>
</tr>
<tr>
<td>Test suite selection [8, 49]</td>
<td>Reducing testing cost by skipping test suites</td>
<td>Whether a test suite (out of many) will fail</td>
</tr>
</tbody>
</table>

---
can further reduce the testing effort. We leave combining both techniques for future work.

Our work relates to, but clearly differs from, just-in-time defect prediction, which tries to predict whether a code change introduces a bug that later gets fixed. While defect prediction judges whether a code change leads to a bug at some point in the future, we predict whether a code change causes an immediate test suite failure.

Our work is also similar to build outcome prediction, which aims to predict build failures. While build outcome prediction considers all forms of code changes and all reasons why a build may fail, we narrow down the scope to source code changes and test suite failures. By simplifying the problem compared to build outcome prediction, our approach can find stronger relationships between source code changes and test failures.

Finally, the problem we address is similar to test suite selection [8, 49], which aims at predicting which test suites out of multiple test suites in a code base are worth executing. The key difference is that we assume a project to have a single test suite, and our approach recommends to either run it or to skip it entirely. In contrast, test suite selection assumes a code base that is broken down into modules, which each have their own test suite. Experiments on a dataset of test executions from Google shows that test suite selection keeps 30%–80% of all test suites for execution, i.e., it is still imposing a significant testing effort. Similar to test case failure prediction, future work could combine both approaches: Our work can provide a course-grained, first-step decision, following – if tests should be run at all – by test suite selection to select which modules to test.

2.2 Overview

Our learning-based approach to the test suite failure prediction problem is shown in Figure 1. To learn a predictive model, the approach gathers information from a code repository and a continuous integration service. The information is used to extract a set of features (Section 2.3) for each pair \((c, s)\) of a code change \(c\) and test suite \(s\), and to label the pairs as passing or failing (Section 2.4). Given the labeled feature vectors, the approach trains a classification model, which then predicts for previously unseen \((c, s)\) pairs whether the test suite will pass or fail.

### 2.3 Feature Extraction

Our predictive model uses a set of 44 features listed in Table 2. Some of these features are adapted from related work on just-in-time defect prediction [20, 32, 35, 50] and test case failure prediction [1, 30]. We also present 19 new features, which we find to be suitable for the task of continuous test suite failure prediction. The features are organized into nine categories as below.

**Diffusion**. The rationale behind these features is that changes that affect more subsystems, files, etc. are more likely to cause a

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Name</th>
<th>Description</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>LA</td>
<td>Lines of code added</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>LD</td>
<td>Lines of code deleted</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>Number of commits in a code change</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>Lines of code in a file before the change</td>
<td>DP</td>
</tr>
<tr>
<td>Quality</td>
<td>CL</td>
<td>Number of comment lines in modified files after the code change</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>CCN</td>
<td>Cyclomatic code complexity of methods in modified files</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>CCNDelta</td>
<td>Change of cyclomatic code complexity</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>GC</td>
<td>Number of GitHub commits involved in the code change</td>
<td>DP</td>
</tr>
<tr>
<td>AST</td>
<td>NClass</td>
<td>Number of class-related AST nodes</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>NImportedASTNodes</td>
<td>Number of import-related AST nodes</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>NType</td>
<td>Number of type-related AST nodes</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>NConFlow</td>
<td>Number of control-flow-related AST nodes</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>NEnc</td>
<td>Number of exception-related AST nodes</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>Refactor</td>
<td>Whether a code change only includes refactoring-related AST nodes</td>
<td>New</td>
</tr>
<tr>
<td>Change clusters</td>
<td>CD</td>
<td>Number of deleted clusters of code</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>CI</td>
<td>Number of inserted clusters of code</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>CM</td>
<td>Number of moved clusters of code</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>CU</td>
<td>Number of updated clusters of code</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>DC</td>
<td>Atomic changes count of code deleted</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>IC</td>
<td>Atomic changes count of code inserted</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>Atomic changes count of code moved</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>UC</td>
<td>Atomic changes count of code updated</td>
<td>New</td>
</tr>
<tr>
<td>Purpose</td>
<td>FIX</td>
<td>Whether the code change fixes a bug</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>NFIX</td>
<td>Number of bug-fixing commits in the code change</td>
<td>DP</td>
</tr>
<tr>
<td>Experience</td>
<td>EXP</td>
<td>The number of changes made by the developer before the current change</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>REXP</td>
<td>Like EXP, but giving higher weight to recent experience</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>SEXP</td>
<td>Like EXP, but for the subsystems modified in the code change</td>
<td>DP</td>
</tr>
<tr>
<td>Awareness</td>
<td>True</td>
<td>The fraction of all prior changes to the modified subsystems that the developer has participated in</td>
<td>DP</td>
</tr>
<tr>
<td>History</td>
<td>NDEV</td>
<td>Number of developers that changed the modified files</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>AGE</td>
<td>Average time interval between the last and the current change</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td>NUC</td>
<td>Number of unique changes to modified files</td>
<td>DP, TC</td>
</tr>
<tr>
<td>Test</td>
<td>TP10</td>
<td>Number of times the test suite passes in the last 10 builds that execute test cases</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TP15</td>
<td>Number of times the test suite fails in the last 15 builds</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TFR10</td>
<td>Test suite failure rate for the last 10 builds</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TFR20</td>
<td>Test suite failure rate for the last 20 builds</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TFR40</td>
<td>Test suite failure rate for the last 40 builds</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TLOC</td>
<td>Lines of code of test files in the test suite</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TC</td>
<td>Number of executed test cases in the test report</td>
<td>TC</td>
</tr>
<tr>
<td></td>
<td>TF</td>
<td>Number of test files in the test report</td>
<td>New</td>
</tr>
<tr>
<td></td>
<td>TU</td>
<td>Whether the change updates a test case</td>
<td>New</td>
</tr>
</tbody>
</table>
failures, e.g., because the developer may not know all involved files well [35]. For details on computing these features, see [20].

Size. These features are motivated by the observations that larger code changes are more likely to introduce bugs [35, 36] and that changes in larger files contribute more bugs than changes in smaller ones [23].

Quality. These features measure code quality in terms of comments and code complexity, and how it changes due to a code change. The rationale is that an increase in complexity correlates with post-release defects [37] and that high-quality code is less likely to fail. Both CCN and CCNDelta are calculated as the average function complexity within a file.

AST. These features encode the number of specific types of AST nodes involved in a code change. The rationale is that changing some types of AST nodes is more likely to cause breaking changes than others. Each feature is a combination of several Java AST node types and indicates how many of them a code change contains.

- Class-related nodes NClass: AnonymousClassDeclaration, ClassInstanceCreation, TypeDeclarationClass
- Import-related nodes NImport: ImportDeclaration
- Type-related nodes NType: ParameterizedType, SimpleType, WildcardType, ArrayType, PrimitiveType, UnionType
- Exception-related nodes NExc: ThrowStatement, TryStatement, AssertionError
- Refactoring-related nodes Refactor: ImportDeclaration, EmptyStatement, Javadoc, PackageDeclaration

To extract the AST node types, we use GumTree [9], a source code differencing tool that generates an edit script for a given pair of old and new code. In total, there are over 100 AST node types, which we select and combine into the above features using the RELIEF feature selection method [22].

Change clusters. These features decompose code changes into atomic changes and cluster them. For example, when deleting two methods, the value of the CD feature is two because the code deletions are decomposed into two clusters. The value of the DC feature is the sum of the number of AST nodes within all clusters in CD. The intuition is that some clusters of code changes are more likely to cause test suite failures. We use GumTree to compute the atomic changes and clusters.

Purpose. These features indicate whether and to what extent a code change attempts to fix a bug. The rationale is that bug-fixing code changes are more likely to introduce new bugs than other kinds of code changes [11, 35, 43]. We include the NFIX feature because code changes may have multiple commits and attempt to fix multiple bugs. FIX and NFIX are calculated by searching keywords related to bug fixes, e.g., “fix”, “patch”, and “bug” [20].

Experience. These features encode the experience a developer has with the modified code base [20], motivated by the hypothesis that more experienced programmers may cause fewer test failures [35].

Figure 2: Extraction of labels.

Test. These features encode how the files touched in a code change have been changed in the past [20].

History. These features encode the number of specific types of AST nodes involved in a code change. The rationale is that changing some types of AST nodes is more likely to cause breaking changes than others. Each feature is a combination of several Java AST node types and indicates how many of them a code change contains.

In addition to extracting features for each pair (c, s), we also determine whether the pair is passing or failing the test suite. The features and the label together provide the dataset for training our supervised prediction model.

Figure 2 illustrates the label extraction process with a motivating example. The example shows two concurrent timelines: the commits into the shared repository at the top and the builds triggered in the continuous integration systems at the bottom. Each build corresponds to a code change, which consists of one or more commits. For example, code change 3 consists of one commit, c3, and it corresponds to build b3; code change 4 consists of two commits, c4 and c5, and corresponds to build b4. We determine the label of each code change based on the following two criteria.

1) Predict test suite outcome. In addition to running a test suite, a build also triggers other processes, e.g., deploying code to a target server. For our label extraction, only the outcome of the test suite matters, and we use it as the label. That is, if a build fails because of some errors after testing, we extract the label according to the test suite outcome. If a build fails before testing, it is not included in our dataset.

2) Count only first test failures. We consider only test failures that turn a previously passing test suite into a failing test suite, a concept called “first test failures” by Jin et al. [19]. One reason is that developers typically strive to fix the build when it fails, and they will likely want to check whether the new build now passes the test suite. Therefore, there is no need for predicting the test
suite outcome after a build with a failing test suite. Another reason is that, given two subsequent builds with test suite failures, it is hard to tell whether the code change of the first or the second build causes the second test suite failure. Our model aims to reasons about code changes and whether they are the direct cause of test suite failures. The dataset would become noisy if we included cases where a test suite fails, but the failure is not actually caused by the code change. In the following, the term test failure refers to first test failure.

Given these two criteria, we label a code change as "Fail" if a test suite was passing in the previous build, but the test suite fails in the current build. In contrast, we label a code change as "Pass" if the test suite has passed in both the previous and the current build. Any other builds do not obtain a label and are not considered in our dataset.

For example in Figure 2, code change 2 is labeled as "Pass" because b2 and the previous build, b1, have passing test suites. Build b3 has a failing test suite, and hence, code change 3 is labeled as "Fail". The other two code changes are ignored: 1 because there is no known previous build, and 4 because it follows a build with a failing test suite.

2.5 Prediction Model
After generating the features as well as the labels, the final step is to build a prediction model. Our approach can use any classification model, and Section 5.1 evaluates several commonly used models. The dataset is split into a training set and a test set, and the model is trained using the training set. After training, the model is used to predict whether a code change would trigger a test suite failure.

3 COST MODEL
This section presents a mathematical cost model that theoretically reasons about the cost effectiveness of continuous test suite failure prediction. The goal of the cost model is to help understand the tradeoffs involved in test suite failure prediction and to help decide whether the approach is beneficial in a specific project or organization. We first describe the input parameters of the model (Section 3.1), then present several strategies for handling test suite executions during continuous integration (Section 3.2), and finally provide boundary conditions that indicate when one strategy outperforms another (Section 3.3).

3.1 Input Parameters
The cost model relies on three parameters that are specific to a project or an organization: (i) the cost \( r \) of running a test suite, (ii) the cost \( d \) of identifying a failure-inducing code change later than immediately after the change, and (iii) the rate \( f \) at which code changes cause test suite failures. While determining concrete values for these parameters is beyond the scope of this work, we give some guidelines for determining them and discuss cost estimates given in the literature.

3.1.1 Cost of Running a Test Suite. One relevant cost is the cost \( r \) of running a test suite during continuous integration, which is influenced by several factors:

- The computational cost of running test suites, which depends on the size of the project and its test suite. For large organizations with millions of lines of code stored in a single monolithic repository, the computational costs can be surprisingly high. Google’s test automation platform (TAP) is reported to run 800 thousand builds and 150 million test runs on an average day [34], which amounts to ”millions of dollars just for the computation (not counting the cost of developers who maintain or use TAP)” [17].

- The human cost of maintaining the hardware and software infrastructure for test suite execution. For example, a study reports that about 5% of Facebook engineers are dedicated to the task of developing, improving, and maintaining continuous integration tools [47]. Continuous test suite failure prediction cannot entirely eliminate this cost, but is likely to reduce it because fewer test suite executions require a less sophisticated infrastructure for scheduling and performing tests.

- The human cost of developers who wait for the outcome of a test suite run, e.g., because a code change appears in the main branch of a shared repository only after passing the test suite. Studies on open-source projects report a mean time to schedule and perform a test suite execution of 34 minutes and 20 minutes, respectively [2]. At Google, ”unacceptably large delays of up to 9 hours” are not uncommon [34].

3.1.2 Cost of Delayed Detection of a Failure-Inducing Code Change. Another important cost is that of detecting a code change that causes the test suite to fail only later than if one would trigger the test suite immediately after the code change. We represent the overall cost of detecting a single test failure late as a parameter \( d \). This cost is influenced by at least two factors:

- The increased difficulty to localize and fix the root cause of a test suite failure, which may take longer when developers have forgotten the specific context of a code change.

- The negative impact on other developers who are indirectly affected by some not yet diagnosed misbehavior.

A cost estimate about bugs missed during regression testing assumes a cost of 1.5 to 22 person-hours, depending on the severity of the bug [5]. The cost relevant for our model is likely lower, as test suite failures are not completely missed but only found later. Reports of costs experienced during several large software projects state that finding a bug later than immediately during coding can increase the time needed to fix the bug by factors between 2 and 100 [51]. To bound the cost \( d \) in practice, developers can run the test suite in regular intervals, and always before releasing the software, to make sure all known test failures are identified and handled.

3.1.3 Test Suite Failure Rate. The third parameter of our cost model is the rate at which the test suite fails on average. We refer to this rate as \( f \). In a dataset gathered from 242 open-source projects (Section 4.1), \( f \) is 4.21%.

By focusing on these three input parameters, our model ignores some other costs. For example, we ignore the cost of introducing continuous test suite failure prediction into the continuous integration infrastructure. The reason is that this is a one-time effort for a larger organization or a centralized continuous integration infrastructure.
service. We also ignore the cost of model training and inference, because it is negligible compared to the cost of executing the test suite (Section 5.1).

3.2 Strategies

We use the cost model to reason about five strategies for answering the question if and when to run the test suite during continuous integration. These strategies run the test suite (i) when suggested by our prediction model, (ii) for each code change, (iii) for no code change at all, (iv) periodically based on a fixed schedule, and (v) based on a random decision. The following describes each strategy and what costs it imposes. The description is based on the usual terminology for true positives (TP), false negatives (FN), etc., where TP (TN) means the test suite is correctly predicted to fail (pass), and FP (FN) means the test suite is predicted to fail (pass) but actually passes (fails). The values TN, FN, etc. are the absolute numbers of code changes that are true negatives, false negatives, etc. according to the prediction model. We refer to the overall number of all code changes as \( N = TP + TN + FP + FN \). The failure rate is \( f = \frac{FN + TP}{N} \).

3.2.1 MODEL Strategy. The MODEL strategy uses the classification model introduced in Section 2 to decide whether to run the test suite for a code change. Specifically, if the classifier predicts the test suite to pass, then running the test suite is skipped. In contrast, if the classifier predicts a failure, then the test suite is executed to enable the developers to debug the test failure as soon as possible. Intuitively, the MODEL strategy tries to balance the two costs \( r \) and \( d \).

The overall cost of this strategy is composed of two parts. On the one hand, there is the cost of running the test suite for each predicted failure, i.e., \( FP + TP \) times. On the other hand, there is the cost of detecting test failures late whenever the model predicts “Pass” but the test suite would actually fail, which happens \( FN \) times.

\[
\text{cost}_{\text{MODEL}} = r \cdot (FP + TP) + d \cdot FN \tag{1}
\]

3.2.2 ALL Strategy. This strategy runs the test suite for each code change and is the strategy currently adopted by the majority of continuous integration practitioners. The strategy avoids the cost \( d \) but always imposes the cost \( r \).

\[
\text{cost}_{\text{ALL}} = r \cdot N \tag{2}
\]

3.2.3 NEVER Strategy. This strategy does not run the test suite for any code change. In practice, using the NEVER strategy boils down to no testing during continuous integration, but only, e.g., before each release. This strategy always imposes the cost \( d \) while avoiding the cost \( r \).

\[
\text{cost}_{\text{NEVER}} = d \cdot (FN + TP) \tag{3}
\]

3.2.4 PERIOD Strategy. A simple way to balance the costs \( r \) and \( d \) is to invoke the test suite periodically every \( k \) code changes. In this strategy, the cost \( r \) occurs inversely proportional to \( k \) because a larger \( k \) means that the test suite runs less often. The cost \( d \) is \( N \) times the probability that a failure does not coincide with the periodic test suite execution, i.e., \( N \cdot f \cdot (1 - \frac{1}{k}) \). Hence, the overall cost of this strategy is:

\[
\text{cost}_{\text{PERIOD}} = r \cdot \left\lceil \frac{N}{k} \right\rceil + d \cdot N \cdot f \cdot (1 - \frac{1}{k}) \tag{4}
\]

3.2.5 RANDOM Strategy. As a trivial baseline for a classifier that predicts whether to run the test suite for a given code change, we consider a random decision. The decision follows the distribution of failing and passing test suite executions, i.e., it predicts “Fail” with probability \( f \) and “Pass” with probability \( 1 - f \). A well trained classifier should outperform this random decision, and we include it here as a lower bound on what our approach could achieve.

The overall cost of RANDOM is computed similarly to MODEL. The difference is that the predictions are random, and hence, the numbers of true positives, false positives, etc. differ.

\[
\text{cost}_{\text{RANDOM}} = r \cdot (FP_{\text{rand}} + TP_{\text{rand}}) + d \cdot FN_{\text{rand}} \tag{5}
\]

Whether the predictions match the actual test suite outcomes depends only on the failure rate of the test suite: \( FP_{\text{rand}} = N \cdot f \cdot (1 - f) \) because the probability that the random model produces a false positive is the product of the probability of predicting a failure, \( f \), and the probability of seeing an actual success, \( 1 - f \). In a similar vein, \( TP_{\text{rand}} = N \cdot f^2 \) and \( FN_{\text{rand}} = N \cdot (1 - f) \cdot f \).

3.3 Comparing Strategies with Boundary Conditions

Expressing the five strategies in our cost model allows for comparing strategies with each other. We compute boundary conditions that express for which fractions \( d \) one model has less overall cost than another model. For example, the MODEL strategy is beneficial over the ALL strategy when \( \text{cost}_{\text{MODEL}} - \text{cost}_{\text{ALL}} < 0 \). Using Equations 1 and 2, this is equivalent to:

\[
\frac{d}{r} < \frac{FN + TN}{FN} \tag{6}
\]

Given this boundary condition, one can instantiate the cost model with concrete values to check which strategy is best for the costs \( d \) and \( r \) and the \( FN \), \( TN \), and \( FN \) values in a specific project or organization.

Similar, we can compute the boundary condition for MODEL outperforming the other strategies. We find that MODEL outperforms NEVER when:

\[
\frac{d}{r} > \frac{FP + TP}{TP} \tag{7}
\]

The MODEL strategy outperforms PERIOD when:

\[
\frac{d}{r} \begin{cases} < \frac{[N/k] \cdot FP - TP}{FN + [N/k] \cdot FP - TP} & \text{if } FN - N \cdot f \cdot (1 - 1/k) > 0 \\ > \frac{FN - N \cdot f \cdot (1 - 1/k)}{FN - N \cdot f \cdot (1 - 1/k)} & \text{if } FN - N \cdot f \cdot (1 - 1/k) < 0 \end{cases} \tag{8}
\]

Finally, MODEL outperforms RANDOM when:

\[
\frac{d}{r} \begin{cases} < \frac{N \cdot f - FP - TP}{FN - N \cdot f \cdot (1 - f)} & \text{if } FN - N \cdot f \cdot (1 - f) > 0 \\ > \frac{FN - N \cdot f \cdot (1 - f)}{FN - N \cdot f \cdot (1 - f)} & \text{if } FN - N \cdot f \cdot (1 - f) < 0 \end{cases} \tag{9}
\]

The above boundary conditions compare one strategy with another. By combining the boundary conditions of one strategy \( S \) compared to all other strategies, we compute the optimality interval of \( S \). The interval defines the lowest and highest possible value of \( d \) where \( S \) imposes less overall costs than any other strategy. When instantiating our cost model with concrete values for \( d \) and \( r \), one can hence tell whether a strategy is beneficial. Section 5.3 instantiates the cost model based on a real-world dataset to assess under what cost parameters \( d \) and \( r \) the MODEL strategy is beneficial.
4 EXPERIMENTAL SETUP

4.1 Data Collection

We apply the predictive model (Section 2) and our cost model (Section 3) to a dataset gathered from 242 open-source projects. The workflow for gathering this dataset consists of three steps: 1) Travis CI information collection, 2) GitHub information collection, and 3) information integration.

We initially considered using existing datasets like TravisTorrent [3] and RTPTorrent [31], which are the most related datasets we are aware of. Because our dataset targets continuous test suite failure prediction we perform a more stringent filtering of builds to include. For example, we remove duplicated builds triggered by the same commits (around 50% builds removed) and only count first failures (around 40% builds removed), whereas neither TravisTorrent nor RTPTorrent perform such filtering. After our filtering process only around 2k data samples remain from the TravisTorrent dataset, which, given the imbalanced nature of the data, is insufficient for training an effective model. Instead, our dataset contains 15k samples, i.e., it is an order of magnitude larger than the best available dataset.

1) Travis CI information collection. We target Travis CI as our data source because it is among the most popular continuous integration services [17]. In Travis CI, a project includes many builds, and each build is triggered to run a series of tasks to determine whether the build passes or fails. A build consists of several jobs, which are usually executed in parallel, targeting the same software under different configurations, e.g., programming language versions and third-party package versions. If any job fails, the overall build will fail. A job consists of several phases, which typically include installation, building, testing, and deploying phases.

We consider only Travis CI projects with more than 100 builds to ensure that developers and organizations are experienced in continuous integration. We then check the build status and filter out builds that are skipped or cancelled. Next, we check each job status from job logs and exclude jobs that do not run tests. For each job that runs tests, if there are failed test cases, the test result for the job will be a failure. Otherwise, the result will be a pass. We also collect some information on testing, including test time and the number of test cases. After that, we label each build as "Pass" if all jobs of the build have passing test results, and as "Fail" otherwise.

Finally, we remove data samples where several builds targeting the same commit are executed with different results to avoid flaky builds/tests [29].

2) GitHub information collection. We target GitHub as our data source for code changes because it is well-integrated with Travis CI. We focus on projects developed in Java, but our method could also be applied to other programming languages. Then, we identify the code changes on all branches that trigger the Travis CI builds, as well as the commits that constitute the code changes. By inspecting the commit logs and diff logs, we further exclude code changes that constitute a merge commit. A merge commit could be huge, and the intention could be scattered, which makes further analysis difficult. Finally, we retrieve the source files that are touched by the code change, excluding code changes that do not affect any code file.

3) Information integration. One challenge when integrating the data from Travis CI and GitHub is that some commits recorded to trigger a build in Travis CI can no longer be found in local Git logs. There are several possible reasons, e.g., the branch including the recorded trigger commits has been removed and can no longer be accessed, or the commits have been re-organized into the master branch and the commit ID has been updated. To resolve such missing trigger commits, we search for a valid commit that is committed on the same day, by the same author, and that affects the same files. If for the trigger commit in the Travis CI records we cannot find the corresponding GitHub commit, we ignore the build. Another challenge is that the same code change content, even in different branches, can be triggered in Travis CI by different developers. We identify such cases and remove all duplicates.

Statistics of the generated dataset are shown in Table 3. Our dataset includes 14,999 data samples, 631 of which are labeled as failure. That is, our dataset is imbalanced, with a test failure rate of 4.21%, which confirms earlier reports that most test cases pass [1]. The failure rate is much smaller than the 10.3% in Beller et al.’s study [2], because we only count first test failures (Section 2.4).

Comparing individual projects with each other shows that the test suite failure rate varies. For example, Apache Druid has almost 24% failing test suite runs, whereas many other projects remain below 1%. As our approach takes the test suite failure rate $f$ as a parameter, it can be adapted to a specific project. Although there is an option to tolerate test failures and execute all test cases, it is only adopted by few developers (less than 1%). The “Failed test cases” include both failed tests, e.g., an assertion violation, and tests with errors, e.g., an uncaught exception. We count a test case multiple times if it is executed multiple times. From the statistics, we can also see that about two-thirds of the overall build time is spent on testing.

4.2 Training and Prediction

Data preprocessing. To address the imbalance of our dataset, we apply random oversampling, a class balancing technique that randomly duplicates samples from the minority class until the training set is balanced, on the training set. As is common with heterogeneous numeric features, we standardize all features so they have zero mean and unit variance.

Dataset split and model validation. We use three setups for splitting the dataset into training and validation data. On the one hand, we use 5-fold cross-validation with 10 repetitions of each fold, called the CV setup. We use stratified sampling to compute each fold. The results reported in the CV setup are averages over the $5 \cdot 10 = 50$ experiments. On the other hand, we also evaluate the approach with two time-based data splits, called the TIME1 and TIME2 setups, illustrated in Figure 3. For both time-based setups, we order all data

<table>
<thead>
<tr>
<th>Table 3: Statistics of the dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projects</td>
</tr>
<tr>
<td>Period</td>
</tr>
<tr>
<td>Commits</td>
</tr>
<tr>
<td>Samples</td>
</tr>
<tr>
<td>Test suite failures</td>
</tr>
</tbody>
</table>

| Avg. changed lines | 147 |
| Avg. test cases | 12,041 |
| Avg. build time | 31 min |
| Avg. test time | 21 min |
| Total failed test cases | 15,874 |

3 All per-project statistics and results are available in the supplementary material.
points by time and group them into 15 time steps that each have the same amount of failure samples. In the TIME1 setup, we use the data at time step \( i \) to train the model, and then validate with the data at time step \( i + 1 \). In the TIME2 setup, we use the first 80% of the data at a time step for training, and then validate with the remaining 20% of the data at the same time step. The advantage of the time-based setups is to be closer to how our approach would be used in practice, where a model trained at some point is used for a period of time. However, the relatively small training and validation datasets of TIME1 and TIME2 cause some fluctuation in the results. We hence also use CV, which allows us to draw statistically significant conclusions. We use all three setups to evaluate the effectiveness of our approach (Section 5.1), and the CV setup to evaluate the features (Sections 5.2) and to apply our cost model (Section 5.3).

Classification models. We use several off-the-shelf classification models: decision trees, naive Bayes, support vector machine, logistic regression, random forest, and multi layer perceptron, all implemented in scikit-learn [41], and LightGBM, using the implementation of the authors [21].

4.3 Evaluation Metrics
To measure the prediction results, we use four metrics that have been used and shown to be important in related work [20, 53]: AUC, F-measure, G-measure, and MCC. AUC is the area under the receiver operating curve (ROC). It ranges from 0 to 1, where 0.5 means a random prediction, and 1 means a perfect prediction. We include this metric because it is robust against data imbalance and different thresholds. F-measure is the harmonic mean of precision and recall. It ranges from 0 to 1, and a higher F-measure means more accurate prediction. Precision is defined as precision = \( \frac{TP}{TP+FP} \), while recall (True Positive Rate, TPR) is defined as recall = TPR = \( \frac{TP}{TP+FN} \). F-measure is calculated as: F-measure = \( \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision}+\text{recall}} \). G-measure is the harmonic mean of TPR and true negative rate. G-measure ranges from 0 to 1, where higher is better. G-measure is calculated as: G-measure = \( \frac{2 \cdot TPR \cdot TNR}{\frac{TP}{TPR} + \frac{TN}{TNR}} \). MCC, or Matthews Correlation Coefficient, describes the correlation between true values and predicted values. It ranges from -1 to 1, where 1 means perfect prediction, 0 means random prediction, and -1 means that all predictions failed. MCC is calculated as: MCC = \( \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}} \). Both G-measure and MCC are robust against data imbalance and sensitive at different thresholds.

5 RESULTS AND DISCUSSION
5.1 RQ1: How Effective are the Prediction Models?
5.1.1 Cross-Validation. Table 4 shows the effectiveness of different classification models measured with the CV setup (Section 4.2). LightGBM performs best according to all metrics, and we hence use this model as the default in the remainder of the evaluation. The results show that continuous test suite failure prediction is effective. From the view of evaluation metrics that are robust against data imbalance and sensitive at different thresholds, the model performs well, with an AUC of 0.836. The F-measure of 0.386 is relatively low compared to related work (e.g., 0.43 in [20]) and test case failure prediction (0.522 in [1]). The main reason is that our data is even more imbalanced than theirs (12.8% and 10%, respectively), and that the F-measure is highly impacted by data imbalance. However, our model clearly outperforms a trivial classifier predicting all samples as failure, which would get an F-measure of 0.081. We also explore a suitable classification threshold for the model (Figure 4). If the predicted probability is less than the threshold, the prediction result is “Pass”; otherwise, the result is “Fail”. From the figure, we can see that the F-measure of the LightGBM model
is maximized at a threshold of 0.56, which shows that adjusting thresholds can achieve better prediction results.

The test suite failure prediction model is effective. The best studied model, LightGBM, achieves an AUC of 0.836.

5.1.2 Time-Ordered Dataset. Figure 5 shows the effectiveness of our model with the two time-based splits into training data and validation data (TIME1 and TIME2, Section 4.2). We observe that the prediction performance is roughly on par with the results from cross-validation. For some time steps, the time-based splits slightly outperform the earlier results, e.g., getting an F-measure of 0.546 for a specific time step. In general, the time-based splits yield slightly lower effectiveness, though, which can be attributed to the fact that the two time-based splitting methods result in less training data than cross-validation. To validate this hypothesis, we reduce the training dataset to random samples of 1,000 and 2,000 data points, which roughly matches the training set sizes for setups TIME1 and TIME2, respectively. Training with 1,000 data points achieves an AUC of 0.712 and an F1 of 0.215, and a dataset of 2,000 data points achieves an AUC of 0.721 and an F1 of 0.308.

With time-based data splitting, the model is still effective, but provides slightly worse predictions due to the smaller size of the training data set.

5.2 RQ2: How Effective are the Features?

5.2.1 RQ2a: Comparison with Features Used in Prior Work. Because this is the first work on skipping all tests for a give code change, it is not clear a priori which features are most suitable. Table 5 compares our full feature set with different subsets: (i) only those features used in software defect prediction, (ii) only those features used in test case failure prediction, and (iii) the combination of (i) and (ii).2 We choose the best threshold setting for each feature set, i.e., 0.18 for just-in-time defect prediction, 0.68 for test case failure prediction, 0.6 for their combination, and 0.56 for continuous test suite failure prediction. The results show that the full feature set is most effective. In particular, we find that our approach improves the AUC compared to each of the two existing baselines by 13.9% and 2.9%, respectively. To check if this improvement is statistically significant, we perform a Friedman test with the Holm correction method on the different train-validate splits during cross-validation.

With a confidence interval of 0.05, our feature set is significantly better. A direct comparison of the results also shows that our features outperform others in most cases for F-measure (47/50) and AUC (43/50).

Although the experiments are not designed for a direct comparison with build outcome prediction, we can roughly compare our results with Jin et al.’s results [19], and find that our F-measure is almost 30% higher. We attribute this difference to the fact that predicting the outcome of a test suite after a code change is an easier problem than predicting the outcome of a build, leading to a more effective model.

Simply reusing features from related domains yields a less effective model than our full feature set.

5.2.2 RQ2b: Most Effective Features. To better understand how important individual features are for the model, we investigate the most and the least influential features. To this end, we rank the features according to their importance for training the LightGBM model, which yields the following:

- Ten most important features: TF10, TC, TP10, TF, REXP, SEXP, EXP, Awareness, CL, TFR20
- Ten least important features: ND, NClass, TU, NUC, NExc, NFIX, FIX, NS, Refactor, GC

The top-10 features focus on two categories: test and experience. Experience features are pervasively used in just-in-time defect prediction, and they also work well in continuous test suite failure prediction. Test features represent the historical test results of the builds, which are effective in test case failure prediction.

The least important features are mainly from the diffusion and the purpose categories. Refactor and GC only target a very small fraction of samples, and hence, their overall importance is low.

Information about the developer experience, previous test results, and abundance of test cases is most important for an effective prediction model.

5.3 RQ3: (When) Is the Model Cost-Saving?

We instantiate the theoretical cost model (Section 3) with the failure rate and the confusion matrix values in our real-world dataset (averaged over cross-validation), i.e., with \( f = 4.21\% \), \( FP = 82.6 \), \( TN = 2791.0 \), \( TP = 49.9 \), and \( FN = 76.3 \). Doing so enables us to assess if and when test suite failure prediction is overall cost-saving.

5.3.1 RQ3a: Comparison with Other Strategies. Instantiating the cost model yields a boundary condition for each of the five modeled strategies (Section 3.3). The boundary condition refers to \( \frac{\delta}{\delta} \), i.e., the

| Table 5: Features known from prior work vs. full feature set from Table 2. |
|-----------------|---|---|---|---|
|                  | AUC | F-measure | G-measure | MCC |
| Just-in-time defect prediction | 0.697 | 0.186 | 0.340 | 0.147 |
| Test case failure prediction | 0.807 | 0.342 | 0.506 | 0.313 |
| Combination | 0.817 | 0.347 | 0.514 | 0.318 |
| Continuous test suite failure prediction | 0.836 | 0.386 | 0.561 | 0.359 |

With a confidence interval of 0.05, our feature set is significantly better. A direct comparison of the results also shows that our features outperform others in most cases for F-measure (47/50) and AUC (43/50).
Table 6: Boundary conditions for when the MODEL strategy outperforms the other strategies. ✓ means MODEL always outperforms the other strategies.

<table>
<thead>
<tr>
<th></th>
<th>RANDOM</th>
<th>ALL</th>
<th>NEVER</th>
<th>PERIOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary condition</td>
<td>$d &gt; 0.14$</td>
<td>$d &lt; 37.58$</td>
<td>$d &gt; 2.47$</td>
<td>✓ ✓ ✓</td>
</tr>
</tbody>
</table>

The optimality interval of our model is robust w.r.t. the classification threshold. By adjusting the threshold, our model can outperform the other strategies in scenarios up to a $d < 301$.

5.3.3 RQ3c: Other Costs. Beyond the costs represented in the cost model, deploying our idea in a realistic setting imposes some additional computational costs. One is for gathering the features of code changes during the evolution of a project. This effort can be greatly reduced by caching and updating project information locally for each code change. During feature generation, the most time-consuming part is the AST-based analysis, which we find to take less than a second per code change. The computational costs of training a model, which would likely be done at regular intervals in practice, is up to several minutes, and the cost of a prediction is within seconds. All computation times are measured on a standard laptop. Overall, these costs are negligible compared to the cost of regularly running large test suites.

6 THREATS TO VALIDITY

We see four threats to the validity of our results. First, flaky tests may introduce noise into our dataset. We mitigate this threat by removing test suite runs labeled as flaky in the Travis CI test reports, which affects a small percentage of all test suite runs (0.067%). We further check for code changes that trigger multiple test suite runs (8.6% of all code changes) and remove those that yield different test results (<10% of the 8.6%). Despite this filtering, there may still be flaky tests in our dataset, e.g., because the test suite is triggered only once and thus not identified as flaky. Second, our results may not generalize to different or larger datasets, or to programs written in languages other than Java. To partially address this threat, we gather our own dataset, which is an order of magnitude larger than the largest available dataset [3]. Third, even though our work is partially motivated by the immense testing efforts performed at large-scale organizations, our evaluation focuses on open-source projects, which have a comparably small scale. We hence do not claim our empirical results to hold for large-scale organizations with a centralized continuous integration infrastructure, but leave applying our idea in such environments for future work. Finally,
our cost model is a theoretical abstraction of real costs, which (as every model) may not accurately represent reality. Instead, we see the cost model as a way to reason about the advantages of different continuous testing strategies.

7 RELATED WORK

7.1 Reducing the Cost of Regression Testing

One popular way to reduce the time required for executing regression tests is test selection [10, 12, 24, 39, 48]. A related approach is test case prioritization, which aims at executed those tests first that are the most likely to reveal faults [7, 15, 33, 40]. Both kinds of approaches have been studied on industrial systems [38] and on evolving code repositories [26, 28]. Leong et al. [25] propose a simulation framework for studying test selection and prioritization, and apply it at Google. Their results underline the importance of flaky tests, which our approach ignores and which we try to filter in our dataset.

Test case failure prediction also aims to identify test cases that are more likely to fail. Anderson et al. [1] predict each test case as passing or failing before these tests are executed. Machalica et al. [30] use change-level, target-level, and other features to predict test case results, and they also consider the effects of test flakiness. We adopt some of the features from test case failure prediction, but also show that our extended feature set is even more effective. Our newly added code change features are likely to improve stability, as reported also by Lu et al. [28]. Our work shares with all the above work the goal of reducing the overall testing effort, and future work should explore how to combine our work with prior techniques. E.g., our work could decide whether to run the test suite at all, and if this decision is positive, existing work could optimize which test cases to run.

Similar to this work, some prior work also aims at optimizing which tests to execute at the level of test suites. Google’s test automation platform [34] schedules test targets to run, where “target” means a set of related test cases or test scripts. Their approach decides which test targets to eventually execute based on dependencies, but heuristically postpones test executions to reduce the overall test execution effort. Test suite selection [8, 49] tries to identify the most failure-prone subset out of possibly many test suites associated with a code base. They use three features: the last time a test suite has triggered a failure, the last time a test suite was executed, and whether the test suite is newly created. While these features partially overlap with ours, our analysis of most effective features (Section 5.2.2) shows that there are also other important features. Another approach is to combine test selection at several levels of granularity, e.g., by first selecting tests at the module level and by then fine-tuning the selection at the class level [49].

Saff and Ernst [46] propose a form of continuous testing aimed at reducing the time between introducing a mistake and finding it via testing, by giving the illusion to developers that regression tests are continuously running in the background. The approach uses otherwise idle computational resources on the developer’s machine, whereas we target a continuous integration system, where tests are running on some centralized computing infrastructure whenever a developer commits code.

7.2 Just-in-Time Defect Prediction

Just-in-time defect prediction aims to predict if a code change introduces defects into the code base. Unlike test failures, software defects are usually not identified in the first place. Kamei et al. [20] is among the pioneer researchers in just-in-time defect prediction. They proposed change measures in diffusion, size, purpose, history, and experience categories. Many researchers follow their work [18, 27, 32, 53] and make further improvements. Tabassum et al. [53] studies the impact of training set size on prediction performance. McIntosh et al. [32] consider the “moving target” effect in a longitude just-in-time defect prediction study. We adopt features from just-in-time defect prediction, which are then used in continuous test suite failure prediction. Our results show that simply reusing these features is less effective than our extended feature set, and we also investigate the influence of a time-ordered dataset [53].

7.3 Build Outcome Prediction

Continuous build outcome prediction [14] aims to predict whether a build will pass. Zheng et al. [55] proposes a semi-supervised online prediction method, and Rausch et al. [44] find that the recent build history is the strongest influencing factor. Jin and Servant [19] and Chen et al. [4] propose build outcome prediction models that distinguish between “first failures” and subsequent failures. Our dataset also focuses on “first failures”, i.e., test suite failures that are preceded by a passing test suite. The key difference to prior work is that our approach focuses on test suite failures, instead of all kinds of build failures, which include various other reasons, e.g., compilation errors, configuration problems, missing dependencies, and outages of external services. Compared to build outcome prediction, the test suite failure prediction problems is less complex and easier to characterize by features, making it a fruitful target for accurate prediction.

7.4 Cost Models

Herbold [16] proposes a cost model for software defect prediction, which considers, e.g., quality assurance costs, defect costs, initialization costs, and execution costs. Our model is similar in spirit to [16], but is based on a set of assumptions and cost parameters suitable for continuous test suite failure prediction instead of defect prediction. Another line of work is on cost estimations for regression test selection [13, 45], which checks whether the cost necessary to select subsets of the tests is lower than the savings obtained by running the reduced test suite. There are other domains where the idea of cost models is adopted, e.g., modeling the costs of releases [42] and fraud detection [52]. This paper presents the first cost model for continuous test suite failure prediction.

8 CONCLUSION

This paper introduces the problem of continuous test suite failure prediction, presents an effective prediction model that addresses the problem, and evaluates the prediction model with a novel dataset gathered from 204 real-world projects. The prediction model is based on nine categories of features, which focus on the code change, the past behavior of the test suite, and the development history. Our experiments show these features to yield an effective classification model. Moreover, we find that our approach improves
over baselines that use features proposed for just-in-time defect prediction and for predicting whether to run individual test cases by 13.9% and 2.9%, respectively. We also present a theoretical cost model, which reasons about whether using our approach is beneficial depending on the cost of running a test suite and the cost of not immediately detecting a test failure. Beyond the evaluation metrics, the cost model helps decide when continuous test suite failure prediction is worthwhile based on estimates of both costs for a specific project or organization. We envision continuous test suite failure prediction to be useful both for large-scale organizations with a centralized continuous integration infrastructure and for continuous integration platforms that offer their services to open-source and other projects.
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